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Abstract The extratropical atmosphere is characterized by robust circulations which have time
scales longer than that associated with developing baroclinic systems but shorter than a season.
Such low-frequency variability is governed to a large extent by nonlinear dynamics and, hence, is chaotic.
A useful aspect of this low-frequency circulation is that it can often be described by just a few
quasi-stationary regime states, broadly defined as recurrent or persistent large-scale structures, that
exert a significant impact on the probability of experiencing extreme surface weather conditions. We review
a variety of techniques for identifying circulation regimes from reanalysis and numerical model output.
While various techniques often yield similar regime circulation patterns, they offer different perspectives on
the regimes. The regimes themselves are manifest in planetary scale patterns. They affect the structure of
synoptic scale patterns. Extratropical flow regimes have been identified in simplified atmospheric models
and comprehensive coupled climate models and in reanalysis data sets. It is an ongoing challenge to
accurately model these regime states, and high horizontal resolutions are often needed to accurately
reproduce them. The regime paradigm helps to understand the response to external forcing on a variety
of time scales, has been helpful in categorizing a large number of weather types and their effect on local
conditions, and is useful in downscaling. Despite their usefulness, there is a debate on the “nonequivocal”
and systematic existence of these nonlinear circulation regimes. We review our current understanding of
the nonlinear and regime paradigms and suggest future research.

1. Introduction

The atmosphere exhibits variations on a very wide range of space and time scales, from rapidly developing
local weather systems, to jet streams which vary gradually throughout the season, to interannual variations
of wintertime average temperature and precipitation, and to long-term decadal and centennial trends. The
atmospheric circulation and thermodynamic evolution associated with all these scales are described by a
set of highly nonlinear equations that must incorporate discontinuities due to the phase changes of water.
Although weather is often defined by the complete state of the atmosphere at a particular instant, it is the
most active circulation systems and the resultant extremes of precipitation, wind, and temperature that are
of most interest. These active systems are generally associated with midlatitude cyclones, also called storms,
which have highly baroclinic dynamics, spatial scales of several thousand kilometers, and time scales of several
days. Climate, on the other hand, can be defined as the collection of long-term statistical properties of the
system, as pointed out by Lorenz [1970]. A description of the climate would include not only the geographical
distribution of temperature, rainfall, and winds but also the temporal variances and covariances which
describe the typical locations of active storms, the so-called storm tracks. A link between the weather and
climate can be seen already in the positive covariances between rapidly evolving meridional wind and tem-
perature and moisture, which indicate the role of storms in maintaining the climate through consistent
poleward transport of energy and water.

What may not be immediately apparent in the climate statistics of the atmosphere is the presence of
extensive and robust intraseasonal variability, that is on time scales between roughly 10 and 50 days.
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This “low-frequency” variability (hereafter LFV) encompasses changes in the background circulation (position
of jets and zones of high baroclinicity) which cause significant modulation of the location and intensity of
storms. A well-known example is the phenomenon of blocking, in which a strong high-pressure system steers
the storms to its north or south for an extended period of time, causing spells of unusual weather in down-
stream locations. Another example is the slow movement of the maxima in zonal (eastward) winds or jets,
which lead to changes in the location of the baroclinic zones.

The large-scale circulation described by LFV is often described in terms of weather regimes, which are char-
acterized by recurrence and quasi-stationarity, also called persistence. It is these properties that are used to
distinguish the LFV in a mathematical phase space, something that will be described later in this article. Note
that in the tropics, intraseasonal LFV is dominated by the Madden-Julian Oscillation, which is a dominant
slowly propagating mode of (ocean-atmosphere) coupled circulation and convective heating.

The existence of preferred intraseasonal large-scale flow structures in midlatitudes, also called circulation
regimes, has been recognized since the early 1950s [Rex, 1950a, 1950b; Namias, 1950, 1964]. More recently,
this field has attracted increasing interest because of the need to understand the predictable part of the
atmosphere, such as low-frequency intraseasonal oscillations [Branstator, 1987] related to large-scale persis-
tent flow patterns. Such patterns have been observed in the midlatitude atmosphere and have been noticed
to persist for time periods much longer than those typical of midlatitude cyclones [Namias, 1950; Horel, 1985].
Put another way, the regime structures have time scales longer than the typical dominant time scales of baro-
clinic instability in the storm track regions but shorter than the interannual variations caused by changes in
surface boundary conditions such as sea surface temperature (SST) anomalies [Barnston and Livezey, 1987;
Dole and Gordon, 1983; Dole, 1986; Pandolfo, 1993].

The dynamics of atmospheric LFV in general and circulation regimes in particular are the focus of this article.
These dynamics have been, and continue to be, the focus of many research studies. While various low-
frequency phenomena have been approached using linear methods, the underlying nonlinear nature of the
low-frequency flow has received a great deal of interest, driven by the need to understand the dynamics of
the largest (planetary) waves and their interaction with the synoptic patterns that are associated with these
waves. Linear and nonlinear approaches to LFV have been contrasted in a review by Ghil and Robertson [2002].
The current article builds on that review, particularly discussing more recent methodologies and applications.

One overarching goal is to better understand predictability on intraseasonal and interannual time scales.
It is in fact argued that large-scale persistent structures associated with this low-frequency variability can have
a profound influence on medium- and longer-term weather and climate prediction [Colucci and Baumhefner,
1992; Robertson et al., 2015].

The literature on circulation regimes, starting in the middle of the last century, including their derivation,
identifcation, and usefulness, is so extensive that it cannot be ignored. It is expected that due to their persis-
tence and recurrence, regimes would explain nonnegligible amounts of atmospheric variability. Flow regimes
have been used in weather forecasting and were considered in extending the limits of weather predictability.
On regional scales, weather regimes have been used in downscaling to generate data at smaller scales com-
pared to synoptic scales. The issue of climate change has also highlighted the importance of preferred flow
regimes and raised questions over how these will respond to external forcing [Palmer, 1999; Corti et al., 1999;
Hsu and Zwiers, 2001; Christiansen, 2003]. Last but not least, weather regimes have also been used in model
evaluation [e.g., Dawson et al., 2012; Dawson and Palmer, 2014].

Given the importance of nonlinearity and the concept of regimes in the midlatitude atmosphere for weather
and climate research, and the extensive and scattered body of literature on the topic, we believe that a review
on the subject that brings together the different perspectives of the narrative is required. We wish in this
manuscript to present and discuss such a narrative. It is not our intention, however, to focus on investigating
the strengths and weaknesses of opposite paradigms, evaluating pros and cons, since we believe that still
more research is needed (see the last section) to reach, perhaps, a consensus.

The paper is organized as follows. Section 2 presents a brief review of the relevant concepts of large-scale
LFV in the northern hemispheric extratropical circulation, while section 3 summarizes a number of theoret-
ical approaches to understand the characteristics of LFV. Both of these sections are very useful background.
The statistical and dynamical methods used to define regimes and their properties are detailed in section 4.
While this section gives the reader some intuition as to what is meant in practice by regimes, it can be
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Figure 1. Teleconnection maps obtained from monthly mean 1000 hPa height (Z1000) for boreal winter. The maps
indicate the correlation between particular base points (indicated by correlation of 1.0 and the heavy dot) with a high
degree of correlation or anticorrelation with Z1000 elsewhere in the Northern Hemisphere. Contour is 0.10. The base
points were chosen to agree with those found by Wallace and Gutzler [1981] who used sea level pressure. (right) The
PNA pattern and (left) the NAO. See text for details.

skipped or referred to later after a reading of the remaining sections. The synoptic interpretation of regimes,
focused on the variability of atmospheric jets, is discussed in section 5. Section 6 discusses the ability of
weather and climate models to simulate and predict regimes, while section 7 examines how regime proper-
ties are useful in understanding the response to external forcing on a wide range of time scales. The utility
of the regime approach in synoptic climatology, downscaling, and weather prediction is briefly discussed in
section 8. Section 9 gives an outlook for future research.

2. General Features of Low-Frequency Variability in the Northern
Hemisphere Extratropics
2.1. Teleconnections
The concept of teleconnections is originally due to Angström [1935]: “The weather at a given place is not an
isolated phenomenon but is intimately connected with the weather at adjacent places.” These large-scale flow
patterns are known through their remote effect over wide spatial scales. Wallace and Gutzler [1981] pioneered
the systematic description of teleconnections, using monthly mean 500 hPa geopotential height fields. They
systematically identified widely separated locations whose temporal variations were highly correlated, so
that an anomaly at point A is significantly correlated with an oppositely signed anomaly at a remote point B.
In some cases the point B anomaly is also significantly correlated with oppositely signed anomalies at remote
point C, thus leading to a multicenter pattern with alternating signs, one that can be interpreted as a wave
train. Two of the most robust patterns identified this way are the Pacific-North American (PNA) pattern and
the North Atlantic Oscillation (NAO) (see Figure 1). The appearance of a high-pressure center in the subtropical
Pacific in the PNA is suggestive of tropical forcing, a point we shall develop later. It is a remarkable property
of LFV that just a few such teleconnection patterns explain a significant amount of its variability [Quadrelli
and Wallace, 2004]. These patterns also exert a significant impact on surface weather and seasonal climate
conditions [Plaut and Simonnet, 2001; Stan and Straus, 2007; Cassou et al., 2005] and exhibit variability on
intraseasonal as well as interannual and decadal time scales [e.g., Raible et al., 2001].

2.2. Blocking
The midlatitude atmospheric flow is also characterized by other regional features spanning a limited sector
of longitude, namely, zonal and blocked flows. Blocking, in particular, can be described as a stationary anti-
cyclone that persists beyond the typical baroclinic instability time scale [Rex, 1950a, 1950b, 1961; Dole, 1986].
A blocking high often has a nearly barotropic structure with a closed anticyclone at lower levels and a ridge
in the upper troposphere, and the jet stream may split into two branches: one poleward of the high and the
other equatorward of the cutoff low [Barry and Carleton, 2001]. It has been argued that the persistence of
blocking is significantly distinct from a simple red-noise model, with the potential for an extension of blocking
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predictability [Dole, 1986; Masato et al., 2008]. The process of blocking formation is of great interest and has
been on the one hand linked to a variety of nonlinear processes, such as the low-frequency advection of vor-
ticity and the convergence of high-frequency (synoptic scale) vorticity flux [Nakamura et al., 1997]. On the
other hand, from a linear perspective, the effect of free Rossby waves on blocking is documented by several
authors. Rossby waves, which are described in more detail later, can either be free (that is, are linearized solu-
tions to the equations in a basic state representative of the atmosphere) or forced (linearized responses to
anomalous forcing of some type). Interference between stationary and traveling Rossby waves can give way
to nonlinear processes such as wave breaking [McIntyre and Palmer, 1983]. More interestingly, it is argued that
free Rossby waves alone may be linked to blocking episodes. For example, some authors have documented
frequent association between blocking episodes and westward traveling Rossby waves [Quiroz, 1987; Lejenäs
and Madden, 1992]. The theory behind free Rossby waves is discussed in the next section.

2.3. Grossswetterlagen: True Weather Regimes
Starting from the 1940s, the concept of “weather types” was developed. These are preferred, regional synoptic
weather patterns (which may be numerous) known to be common in given geographic regions. A very early
example of empirically defined weather types is the grosswetterlagen, a catalogue of central European weather
types [Baur et al., 1944] maintained by the German Weather Service for over 70 years. This effort, as well as
other early classifications of daily circulation patterns over Europe, is well described in James [2006]. A recent
upsurge of interest in weather classifications has been motivated by their relationship to larger-scale patterns
of variability such as teleconnections [Coleman and Rogers, 2007; Roller et al., 2016]. Related to weather types,
recent work has focused on the effects of European weather patterns on African rainfall [Polo et al., 2011]
and on the longer-term forcing of the ocean [Cassou et al., 2011]. Although weather types (generally defined
over a region) are not necessarily the same as circulation regimes, the former has inspired the notion of the
non-Gaussian nature of atmospheric variability and inspired the early theory of circulation regimes.

3. Theory of Low-Frequency Atmospheric Variability
3.1. Linear, Stochastic Linear, and Nonlinear Approaches
The origins and mechanisms of large-scale and low-frequency variability have been discussed extensively in
the literature. It is now recognized that although the spectra of atmospheric variables is typically red, with
larger variability at longer time scales, the large-scale tropospheric flow is significantly different from a simple
diffusion or red-noise process [Dommenget, 2007; Barnston and van den Dool, 1993a, 1993b; Franzke et al.,
2005, 2007; Franzke and Majda, 2006].

Broadly speaking, there are two main streams of thought regarding large-scale low-frequency variability (LFV):
the linear and the nonlinear paradigms. The linear approach is based in large measure on the properties of
Rossby waves, which owe their existence to the conservation of potential vorticity [Hoskins, 1983; Held, 1983].
Such waves arise in two forms: as neutral (i.e., not exponentially growing) solutions to the linearized equations
of motion without dissipation or forcing, and as orced waves which arise from linear solutions of the same set
of equations with external forcing representing, for example, tropical heating.

The linear paradigm, in the presence of symmetric forcing, implies that the dynamics of planetary waves
can yield, conceptually, a multivariate Gaussian distribution of the systems probability density function (PDF)
[Leith, 1973; Delsole and Farrell, 1995; Penland, 1989; Penland and Sardeshmukh, 1995; Toth, 1991; Alexander
et al., 2008; Penland et al., 2000; Newman et al., 2009]. Linear systems with asymmetric forcing due, e.g., to
stabilization by nonlinear processes yield, in general, non-Gaussian probability distribution functions (PDFs)
of large-scale variables. Similar non-Gaussian statistics can be obtained with a linear system forced by a
state-dependent (or multiplicative) noise [Sura et al., 2005; Sardeshmukh and Sura, 2009; Perron and Sura, 2013;
Sura and Hannachi, 2015].

The nonlinear paradigm is based on the concepts of multiple equilibria first mentioned by Rossby et al. [1940]
and multimodal PDFs. An instructive example of multiple equilibria is given by Lorenz [1963], who derived
a simple nonlinear low-order dynamical system from a simplified convective model and showed that the
dynamics are chaotic where the system trajectory flips unpredictably between two metastable states or
regimes. The issue was revived in the early 1970s with the concept of intransitivity [Lorenz, 1970], and the
suggestion of regimes of internal behavior by Leith [1973].

Quoting from Leith [1973], ’’One suggested source of such slow changes is the possible existence of sep-
arate regimes of internal behavior such that the atmosphere, having entered one regime, tends to remain
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Figure 2. A 300 hPa geopotential height perturbation (contour
interval 2 decameter) of a steady state linear solution of a five-layer
primitive equation model forced by a deep elliptical heat source
at 15∘. The hatching represents the region of heating larger
than 0.5 K/d. Adapted from Hoskins and Karoly [1981].

there for extended periods of time. The
long internal time scales induced by such
almost intransitive behavior [Lorenz, 1970]
give a possibility of long-range forecasting
skill, especially if the transitions between
regimes are predictable.’’

3.2. Linear Theory: Rossby Waves
The large-scale circulation has connections
with, and is affected in important ways by,
large-scale (free or forced) Rossby waves of
the second class which owe their existence
to the conservation of potential vorticity
and the resultant exchanges between plan-
etary and relative vorticity [Rossby et al.,
1939; Haurwitz, 1940; Deland, 1964; Hirooka
and Hirota, 1985; Madden, 1978; Branstator,
1987; Kushnir, 1987; Kasahara, 1980; Alquist,
1982; Salby, 1984; Lindzen et al., 1984;
Madden, 2007]. These studies suggest that
much of the observed large-scale midlat-
itude flow variability is associated with
free and forced Rossby waves. (In contrast,
Rossby waves of the first class owe their
existence only to gravity and are of less
importance in the context of LFV.)

Various free Rossby waves have been identified in the atmosphere. The 5 day [Deland, 1964], the 10 day
[Hirooka and Hirota, 1985], and the 16 day [Madden, 1978] waves, along with the Branstator-Kushnir [Branstator,
1987; Kushnir, 1987] wave, which can be identified with a 25 day free Rossby wave, are among the most well
known and most relevant to the large-scale flow. There is evidence that free Rossby waves, particularly those
of small zonal wave number and meridional index, do exist and are identifiable in the troposphere. For more
details and references on free Rossby waves in reanalyses the reader is referred to the review by Madden [2007].

In the linear paradigm, the argument is that Rossby wave theory of linear stationary waves forced by persis-
tent tropical diabatic heating provides the ingredients necessary to explain preferred large-scale flows and
their variability [Hoskins and Karoly, 1981; Horel and Wallace, 1981; Sardeshmukh and Hoskins, 1985; Hoskins
and Ambrizzi, 1993; Matthews et al., 2004; Seo and Son, 2012; Bao and Hartmann, 2014]. Recently, Branstator
[2014] demonstrated that transient tropical heating can lead to long-lived midlatitude anomalies. Large-scale
midlatitude flows may be essentially steady wave patterns that can be excited on relatively short time scales
[Matthews et al., 2004; Branstator, 2014] and are stabilized by local midlatitude processes such as transient
eddy vorticity fluxes or diabatic heating [Mitchell and Derome, 1983; Shutts, 1987; Marshall and So, 1990;
Adames and Wallace, 2014; Lau et al., 2012; Lin et al., 2009; Mori and Watanabe, 2008; Molteni et al., 2011].

Alternatively, Frederiksen [1982], Simmons et al. [1983], and Frederiksen and Webster [1988], among others
[Simmons et al., 1983; Ding and Wang, 2005; Zhang et al., 2005; Zhengyu and Alexander, 2007; Quadrelli and
Wallace, 2004; Winkler et al., 2001], have suggested that midlatitude large-scale patterns may result from the
instability of spatially varying climatological winter flows to low-frequency perturbations and that patterns
generated by this instability may explain persistent large-scale flows.

Stationary forced Rossby waves propagating from the tropics to the midlatitudes can provide the main mech-
anism for teleconnection [see, e.g., Hoskins et al., 1977]. Hoskins and Karoly [1981] used ray theory applied to
the linearized five-layer baroclinic model based on the primitive equations [Hoskins and Simmons, 1975] on
the sphere to explain the atmospheric response to thermal or topographic forcing. They show that the steady
linear response to such forcing propagates along great circles or geodesics (Figure 2).

Figure 3 shows a simulated wave train at 300 hPa pressure level obtained from a linearized baroclinic model
with a smoothed Earth’s orography and winter zonal mean flow background [Hoskins and Karoly, 1981].
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Figure 3. Linearized baroclinic model simulation of a wave train at
300 hPa with smoothed Earth orography and winter mean zonal
flow [Hoskins and Karoly, 1981].

Interacting Rossby waves can lead to
amplification through quasi-resonance
[Petoukhov et al., 2013]. It is suggested
that this amplification can cause regional
weather extremes in the Northern
Hemisphere such as the 2013 European
floods or the 2010 Russian heat waves
[Petoukhov et al., 2013].

3.3. Stochastic Linear Theory
As far as the large-scale flow is con-
cerned, the effect of small-scale distur-
bances can be regarded as small pertur-
bations or noise that act as forcing. The
linearized system can be written in terms
of the multidimensional variable x as

d
dt

x = A x + 𝜺, (1)

where A is a linear operator and 𝜺 is
the “noise” contribution from unresolved
scales and high-frequency waves. The
linear operator A can always be decom-

posed into its symmetrical and skew-symmetrical parts, i.e., A = As+Ak . The operator As yields decay, whereas
Ak yields oscillatory behavior. To ensure stability, the operator needs to have only negative eigenvalues. This
can typically be ensured by adding some sort of ad hoc damping [e.g., Whitaker and Sardeshmukh, 1988;
Achatz and Branstator, 1999]. Systematically derived nonlinear dynamic-stochastic models contain the nec-
essary damping in physically meaningful form as nonlinear damping [Majda et al., 1999, 2008, 2009; Franzke
et al., 2005, 2015b; Franzke and Majda, 2006; Peavoy et al., 2015].

While the model in equation (1) is stable, such a model can still create growth due to the constructive inter-
ference of decaying modes, so-called nonmodal growth [Farrell and Ioannou, 2000]. For this, the matrix A
has to be asymmetric or nonnormal. This is the basic idea behind the so-called linear inverse models (LIM)
as proposed by Penland [1989], Whitaker and Sardeshmukh [1988], Newman et al. [1997, 2003], and Winkler
et al. [2001]. That nonmodal growth plays a role in the development of the PNA has been shown by Cash and
Lee [2001].

The properties of the linear system are determined by the properties of the driving noise. For instance, if the
noise is symmetric or Gaussian, then the PDF of the state vector x will be symmetric or Gaussian. When the
noise is asymmetric, e.g., skewed, the system PDF will be non-Gaussian and asymmetric. Such cases emerge
particularly through stabilization by nonlinear processes.

Another method in the stochastic linear paradigm discussed in the literature in the last decade and which
leads to nonnormality is multiplicative noise. In this model the noise component due to the contribution from
the fast or rapidly decorrelating part depends in a multiplicative manner on the system state:

dx
dt

= Ax + B(x)𝜺; (2)

see, e.g., Majda et al. [2008], Sura et al. [2005], Sardeshmukh and Sura [2009], and the discussion in Sura and
Hannachi [2015, and references therein]. The model of equation (2) is of course not entirely linear as the
noise is not additive, but the argument is that the large-scale part, on the right-hand side of equation (2),
is linear.

Sardeshmukh and Sura [2009], for example, provide a detailed analysis of the application of the model of
equation (2) to large-scale flow and derived some of the properties of the skewness (S) and kurtosis (K) of the
system PDF. The model they derived is basically linear forced by a correlated additive and multiplicative (CAM)
noise. In particular, they show that their model can be used to study weather and climate extremes [Penland
and Sardeshmukh, 1995; Sura, 2011, 2013]. See also the discussion in Sura and Hannachi [2015] who provide
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a detailed analysis of various sources of non-Gaussianity in the low-frequency and large-scale tropospheric
flow. Furthermore, Majda et al. [2009] derived the full PDF for the normal form of stochastic climate models.
This analytical PDF has a power law component, but its ultimate decay is determined by a squared expo-
nential component which arises from the nonlinear interactions between the slow and fast modes in the
climate system.

3.4. Nonlinear Theory
While the linear theory is to some extent successful, it is necessary to consider nonlinear scale interactions in
order to fully understand and accurately predict atmospheric low-frequency behavior.

Persistent flow patterns have been explained as multiple quasi-stationary solutions (regimes) in highly trun-
cated nonlinear barotropic systems [Charney and Devore, 1979; Wiin-Nielsen, 1979]. The idea is that such
regimes could be associated with metastable points of the full nonlinear equations. This interpretation was
further developed by Charney and Straus [1980], Charney et al. [1981], Sutera [1980, 1986], Benzi et al. [1986],
Mo and Ghil [1987, 1988], and many others. A number of studies [White, 1980; Palmer, 1999; Corti et al.,
1999] suggest that low-order dynamical systems with a regime structure [Lorenz, 1963, 1970; Charney and
Devore, 1979] may present fundamental analogies to the behavior of the atmospheric extratropical large-scale
variability. In this simplified nonlinear framework, the atmospheric regimes can be seen as quasi-stationary
states or metastable fixed points within the system state space that sporadically attracts the trajectory, hence
triggering the recurrent behavior [Legras and Ghil, 1985; Mukougawa, 1988; Vautard and Legras, 1988; Vautard,
1990; Branstator and Opsteegh, 1989; Haines and Hannachi, 1995; Hannachi, 1997a, 1997b].

However, this “simple” interpretation is not completely supported by other studies carried out with more real-
istic models. It has been shown [Reinhold and Pierrehumbert, 1982; Tung and Rosenthal, 1985, 1986; Cehelesky
and Tung, 1987; Majda et al., 2006] that in models that also contain faster “weather modes” the regime states
do not correspond to the locations of the low-order fixed points. However, many authors have suggested
that because flow regimes do attract the system trajectory sporadically to reside within their neighborhood,
the resulting persistence of these structures leads to a higher probability of occurrence compared to neigh-
boring flows within the large-scale state space [Kimoto and Ghil, 1993a, 1993b]. This can yield in some cases
multimodality of the system PDF [Crommelin, 2004; Marshall and Molteni, 1993].

Diagnosing the attractor in more complex models such as general circulation models (GCMs) and particularly
for reanalyses is extraordinarily challenging. (Reanalyses are estimates of the complete state of the atmo-
sphere based on all available observations, as described in the Glossary. For convenience we use “reanalyses”
and “observations” interchangeably in this article.) One of the appropriate ways to investigate this is to con-
sider the mean phase space tendencies of the system, which would provide a systematic indication of the
presence of nonlinearity. This has, in fact, been done by a number of authors [Hannachi, 1997a, 1997b;
Branstator and Berner, 2005; Selten and Branstator, 2004; Franzke et al., 2007; Kondrashov et al., 2011]. These
mean tendencies are computed by projecting the tendencies onto the leading empirical orthogonal function
(EOF) [Hannachi et al., 2007] and then binning them according to their location in phase space. In a damped
linear system these tendencies would point toward the origin. But the analyses performed, e.g., by Haines and
Hannachi [1995], Hannachi [1997a, 1997b], and Branstator and Berner [2005], show clear signals of nonlinearity.

Haines and Hannachi [1995] and Hannachi [1997a] projected the barotropic vorticity tendency equation
onto the space spanned by the leading (up to 10) EOFs of a 10 year perpetual January simulation of the
Universities Global Atmospheric Modelling Project (UGAMP) GCM and obtained a zonal flow and a ridge over
the Pacific-North America (PNA) sector. Hannachi [1997b] extended the analysis by using a two-level baro-
clinic quasi-geostrophic model. Figure 4 shows these tendencies projected onto the leading two EOFs of the
UGAMP GCM stream function field. The singular points or equilibria of the projected dynamics are identi-
fied by their zero tendencies. These equilibria correspond to one zonal and two blocking flows over the PNA
region [Hannachi, 1997b]. In this figure and the next, the rotation of the arrows around the equilibria (marked
by dots) represent oscillatory or wave-like flow. Arrows pointing away from an equilibrium indicate instability
of that equilibrium and hence an amplifying perturbation. Arrows pointing toward an equilibrium indicate
stability and hence a decaying perturbation.

Along the same lines Branstator and Berner [2005] computed the mean flow tendencies within the space
spanned by the leading EOFs of a very long simulation of the National Center for Atmospheric Research
(NCAR) GCM. They identified multiple equilibria in the form of extratropical propagating polar waves in the
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Figure 4. Two-level quasi-geostrophic stream function tendency
projected onto the leading two EOFs of the 500 and 250 hPa
stream function from the UGAMP GCM simulation. Adapted
from Hannachi [1997b].

Northern Hemisphere associated with zonal
and ridge flows over the western boundaries
of the continents. Figures 5a–5d show the
flow tendencies within the space spanned
by EOF1 and EOF2 (a), EOF1 and EOF3 (b),
EOF1 and EOF 4 (c), and EOF2 and EOF3 (d).
The location of the singular points repre-
senting zero tendencies can be identified.
Note that the linear tendencies, obtained by
computing the best fit linear flow, have been
removed, so that Figure 5 represents only the
contribution from nonlinearities. Figures 5e
and 5f show the system trajectory gener-
ated by the mean flow tendencies within the
space spanned by EOFs 1, 2, and 3 (e) and
EOFs 1, 3, and 4 (f ), suggesting perhaps a
homoclinic orbit controlling the dynamics.
Franzke et al. [2007] have shown that in a
quasi-geostrophic model the interactions
between the large-scale and smaller scale
waves make significant contributions to the
nonlinear phase space structure including
the transitions between the equilibrium
states. Understanding these transitions [e.g.,
Deloncle et al., 2007; Selten and Branstator,

2004; Franzke et al., 2011a, 2011b; Hannachi et al., 2012] is important for weather forecasting [e.g., Kimoto
et al., 1992; Vannitsem, 2001], but they remain challenging. Kravtsov et al. [2005, 2006], for example, suggest
that the transition between regimes can be explained by homoclinic orbits.

4. Circulation Regime Methodologies

The notion of regimes is based on two concepts. One is persistence, also called quasi-stationarity, which cor-
responds to the slowing down of the trajectory in certain regions in phase space. The other is the notion of
recurrence, corresponding to the trajectory returning to certain locations (states) more often than would be
expected on the basis of multivariate Gaussian statistics. These two concepts, illustrated in Figure 6, are related
to the existence of significant deviations of the PDF from multinormal. Figure 6 (left) schematically highlights
a trajectory that often returns to states for which the PDF has local maxima but does not linger in these states,
while Figure 6 (right) shows part of a trajectory which visits such preferred states and also is nearly stationary.
The goals of the methodologies presented here are to identify persistent and recurrent states and relate them
to the multidimensional PDF. While all methods identify preferred states, not all methods will be successful in
distinguishing unusual persistence from a high degree of recurrence.

4.1. Gaussian and non-Gaussian Properties of the Atmosphere
The non-Gaussian character of large-scale flow was introduced first by White [1980], using skewness and
kurtosis of the 500 hPa geopotential height field, and later by Charney et al. [1981], Trenberth and Mo
[1985], and others, e.g., Nakamura and Wallace [1991] and Holzer [1996]. Toth [1992, 1993] established the
non-Gaussian nature of the northern hemispheric large-scale circulation in boreal winter and showed that
the high-dimensional PDF of the daily 500 hPa height field was significantly different from Gaussian, provided
that the data were filtered to remove rapidly evolving sequences of states. The empirical studies of Sutera
[1986], Hansen [1986], and Hansen and Sutera [1986], and, later, Hansen and Sutera [1995], Cerlini et al. [1999],
Christiansen [2005], and Ruti et al. [2006], among others, have attempted to show, using low-dimensional
planetary wave amplitude information, that some northern hemispheric flow structures occur more
frequently than others. This was manifest in the bimodality (the presence of two peaks) in the probability
distribution function (PDF) of a one-dimensional wave amplitude index. The statistical significance of the
bimodality in the PDF observed in these studies was questioned by Nitsche et al. [1994], a major concern

HANNACHI ET AL. NONLINEARITY AND REGIME BEHAVIOR 206

 19449208, 2017, 1, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1002/2015R

G
000509 by N

oaa D
epartm

ent O
f C

om
m

erce, W
iley O

nline L
ibrary on [21/04/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Reviews of Geophysics 10.1002/2015RG000509

Figure 5. Mean flow tendencies within the (a) EOF1/EOF2, (b) EOF1/EOF3, (c) EOF1/EOF4, and (d) EOF2/EOF3 spaces
and the system trajectory generated by the mean flow tendencies within the space spanned by (e) EOFs 1, 2, and 3
and (f ) EOFs 1, 3, and 4. Adapted from Branstator and Berner [2005].

being the relatively small sample size of available independent observations; see, e.g., Wallace et al. [1991],
Stephenson et al. [2004], Hsu and Zwiers [2001], and Yang and Reinhold [1991]. Ambaum [2008] also suggested
that a global measure of wave amplitude is not suitable for multimodality detection as structures at different
latitudes are combined.

4.2. Cluster Analysis
Cluster analysis categorizes the entire set of maps into groups with similar characteristics so that these groups
are more similar (in some sense) to the others in the same group than to the maps in the other groups. Cluster
analysis is a general methodology and can be accomplished using different methods. The most widely used
methods in climate research are hierarchical clustering [Cheng and Wallace, 1993; Casola and Wallace, 2007;
Hannachi et al., 2011], k means [Michelangeli et al., 1995] and Gaussian mixtures [Haines and Hannachi, 1995;
Hannachi, 1997b; Smyth et al., 1999; Hannachi and O’Neill, 2001].
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Figure 6. Schematic figure showing the difference between recurrent and persistent regime patterns. (left) The case
where the bump in the PDF is caused by the system trajectory crossing this location in phase space very often but
without slowing down. (right) The case where the system trajectory slows down in this region of phase space thereby
creating the bump in the PDF. Adapted from Corti et al. [1999].

In hierarchical clustering, one iteratively combines two of the previous clusters (groups) so that the increase
in the within-cluster variance is minimum. The algorithm starts with each map (state of the atmosphere on
a given day) defining its own cluster and ends up at the final step with only one cluster. The whole process
defines an inverse tree of clusters, going from many branches at the bottom to fewer near the top. The point
at which one “cuts” the tree and obtains the final number of clusters may be chosen on the basis of repro-
ducibility [Cheng and Wallace, 1993] or the distance between the coordinates of the last set of clusters to be
merged [Toth, 1993]. The approach of Cheng and Wallace [1993] is illustrative of some of the choices that need
to be made in applying cluster analysis. These authors start with daily fields of midlevel (500 hPa) geopoten-
tial height for boreal winter over the Northern Hemisphere extratropics and remove fluctuations with time
scales less than 10 days in order to effectively focus on the LFV (i.e., to minimize the influence of individual
synoptic systems). In their analysis of the entire hemisphere, they focus on the final three clusters, obtaining
two that are variants of the opposite phases of the PNA and one that is quite similar to one phase of the NAO.
(The PNA and NAO are shown in Figure 1). The two PNA-like patterns are not simply the opposite of each
other; nor are the NAO-like patterns, something that is often seen in comparing clusters to teleconnection
patterns or empirical orthogonal functions (EOFs).

A complementary approach (the so-called k means method) seeks to directly partition all states into a fixed,
prechosen number k of clusters, in a manner which maximizes the ratio R of variance among the k cluster
centroid coordinates (weighted by the population of the cluster) to the average intracluster variance. The
centroid coordinates are defined as the average coordinates of all members of the cluster. All coordinates
are obtained by projecting the original fields onto a relatively small number M (typically 6 to 20) EOFs, thus
using the set of M principal component time series to define a low-dimensional space. The cluster partition is
achieved iteratively: one starts out with k seed points and assigns each state to the seed point to which it is
closest (according to a measure of distance). Given this initial partition, one recomputes the cluster centroid
coordinates, adjusts the partitioning of states into clusters based on the new centroids, and iterates until
R does not change. Repeating this procedure many times assures that the partition with the highest R is
obtained. The problem remains of how to choose k, the number of clusters. One approach is to define an inde-
pendent stochastic process (with a Gaussian PDF) for each of the M principal components (PCs) in a way that
some statistical properties of the corresponding observed principal component are preserved. The cluster
analysis is repeated over a large number of trials using synthetically derived data sets (of the same length as
the observed) generated from those processes; the percentage of those trials for which the ratio R is less than
that observed gives a confidence level. In this way Straus and Molteni [2004] and Straus et al. [2007] use a pro-
cess which preserves the variance and lag-4 day autocovariance of the original PCs (using low-frequency fil-
tered data), while Straus [2010] adapts a method suggested by Christiansen [2007] to preserve the covariances
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Figure 7. Four clusters obtained for the Euro-Atlantic region (indicated in the top left of each panel) for boreal winter
using the k means method applied to low-frequency (periods greater than 20 days) 500 hPa geopotential height fields.
Regional boundaries indicated by solid lines in upper left panel. Adapted from Straus et al. [2017].

at all lags. However, as pointed out by Christiansen [2007], this procedure is not sufficient to uniquely deter-
mine k. Typically, this procedure only suggests a minimum value of k. Straus et al. [2007] apply this procedure
to low-frequency 200 hPa height over the Pacific-North America region and show results for both k = 3 and
k=4. The variants of the PNA patterns found by Cheng and Wallace [1993] are also found here. Over the Euro-
Atlantic region, k means cluster analysis of low-frequency 500 hPa or 700 hPa height for boreal winter gives
a set of patterns for k = 4 which are quite robust, even in absence of low-frequency filtering [Vautard, 1990;
Cassou, 2008; Straus et al., 2015]. These patterns, shown in Figure 7, encompass two variants of the NAO of
Wallace and Gutzler [1981], as seen in Figure 1, as well as two patterns (Scandivanian Blocking and Atlantic
Ridge) which suggest persistent large-scale blocking. These latter patterns are not meant to summarize the
preferred location of blocking but represent large-scale preferred states.

Another method to estimate the number of clusters is the gap statistic [Tibshirani et al., 2001]. The gap statis-
tic is based on comparing the within-cluster dispersion with that from a probability reference model or null
distribution, normally taken to be a homogeneous Poisson point process [Hannachi et al., 2011; Hannachi and
Turner, 2013]. Hannachi et al. [2012] applied the gap statistic to the ERA-40 500 hPa geopotential height field
over the North Atlantic sector and identified three circulation regimes that are consistent with the preferred
positions of the eddy-driven jet latitude [Woollings et al., 2010b].

4.3. Direct Estimation of the Probability Distribution Function
More direct approaches to relating the nonnormal aspects of the atmospheric PDF to preferred states include
estimating statistically significant departures of a low-dimensional PDF (in PC coordinates) from a Gaussian
PDF [Kimoto and Ghil, 1993a; Corti et al., 1999] or finding maxima in the angular PDF Kimoto and Ghil [1993b].
The angular PDF is obtained by projecting the entire M-dimensional data set (expressed in terms of PC coordi-
nates) onto an M-dimensional hypersphere of radius 1. Curves in the M−1 dimensional space that encompass
local maxima are then found by a “bump-hunting” algorithm. Both approaches have a number of aspects in
common with the previously defined methods. They involve prefiltering of the data to retain only the slowly
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varying components of the flow, that is, periods when the fields change slowly, and reduction of dimen-
sion (usually to two) in principal component space. Statistical testing is also done by comparison with PDFs
obtained from samples of synthetic data in which each PC is independently generated from an appropriate
stochastic process with a Gaussian PDF. The low-dimensional PDFs are constructed from the discrete points
representing the observed or synthetic data set by use of a kernel density estimate [Silverman, 1986], in which
each point is replaced by a localized distribution in the low-dimensional space, the degree of smoothing being
determined by a parameter; the larger the parameter, the fewer local maxima are seen. In Corti et al. [1999]
this parameter is chosen to be large enough to reject most local (spurious) maxima that appear in the syn-
thetic data due to sampling. In Kimoto and Ghil [1993a], the value of the probability at the maxima that appear
in the smoothed observed PDF needs to be larger than the probabilities appearing at that point in most syn-
thetic samples for significance. It is noteworthy that the four maxima found by Kimoto and Ghil [1993a] over
the northern hemispheric domain correspond to maps of height that encompass the NAO and PNA patterns
similar to those of Wallace and Gutzler [1981], and as in Cheng and Wallace [1993] the positive and negative
versions of these patterns are not identical.

The results of Corti et al. [1999] have proven to be controversial. In particular, the statistical significance of
multimodality they find has been disputed [Stephenson et al., 2004]. We bring this point up because Corti
et al. [1999] use monthly mean data, whereas most of the previous studies quoted retain periods longer than
about 10 days and are able to demonstrate statistical significance. Since the typical lifetime of a regime is
considerably less than a month, monthly means will smear out the regime signal, as well as provide fewer
data samples.

4.4. Mixture Model Method
The methods described above are essentially static statistical analyses of LFV and lead to the identification of
states that are in some sense preferred. In these analyses each individual observed state either is assigned to
a cluster or may lie within a preferred region of the PDF or not. The possibility that a particular observed state
may be associated with more than one preferred state, with different probabilities being attached to these
identifications, is not considered.

The mixture model method overcomes this limitation. The approach is to model a univariate or multivariate
PDF as a finite sum of component PDFs, each component being Gaussian. This means that the PDF at each
observed state, expressed in terms of the M PC coordinates, where M as before may be as low as 2, is written
as a weighted sum of k Gaussian component PDFs, each component having its own associated mean and
covariance matrix. (We choose k as the number of Gaussian components, just as k was chosen as the number
of clusters in the k means method.) The weights then give the probability that the observed state will belong
to a particular Gaussian component. The parameters to be chosen for the components are then kM coordi-
nates for the mean of each component and kM(M+1)∕2 parameters for the k symmetric covariance matrices.
The weights and parameters can be chosen efficiently using the expectation-maximization (EM) algorithm
[Haines and Hannachi, 1995; Hannachi, 1997b; Smyth et al., 1999; Hannachi and O’Neill, 2001]. Note that for a
given k, the number of parameters used to fit the observed states (kM + kM(M + 1)∕2) is larger than for the
k means method (where essentially only kM parameters, the cluster centroid coordinates, are chosen). As a
result, studies using this method [e.g., Hannachi, 2007, 2010; Hannachi et al., 2011; Woollings et al., 2010b] tend
to find a smaller value of k.

4.5. Tendency Minimization
Another method to identify persistent states is to look for states whose central tendency is close to 0 [Vautard,
1990; Michelangeli et al., 1995; Haines and Hannachi, 1995; Hannachi, 1997b]. A direct computation of states
corresponding to the lowest tendencies of filtered 700 hPa height during boreal winter was undertaken by
Vautard [1990]. As with previous studies, the data are filtered to retain only periods greater than 10 days and
reduced in dimensions by retaining only the leading nine PCs. A direct estimate of the states with local minima
in their 24 h tendencies (over the Euro-Atlantic region) identified four states, which are similar (but not
identical) to the four regimes represented in Figure 7.

This method can be applied more directly to models which use simplified dynamics [Itoh and Kimoto, 1996,
1997, 1999; Sempf et al., 2007a, 2007b; Itoh et al., 1999]. For example, Itoh and Kimoto [1996], using a simplified
two-level quasi-geostrophic model, identified regions of the dynamical attractor in which LFV is dominant.
These attractors keep their identity over a wide range of model parameters. “…when some parameters are
changed to make the system more turbulent … the system starts transiting among the ruins of the attractors
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that used to be stable, a behavior reminiscent of the transitions among different flow regimes in the real atmo-
sphere.” This is termed chaotic itinerancy. In this model the fully developed flow is characterized by periods of
slow change in one configuration, followed by rapid change to another configuration.

4.6. Self-Organizing Maps
The weather regimes paradigm essentially attempts to explain the atmospheric large-scale and synoptic flow
in terms of a small number of discrete circulation states. A similar, but not identical, way to look at large-scale
weather/climate variability has been used recently based on self-organizing maps (SOM). SOM, also known
as Kohonen map [e.g., Kohonen, 2001] is an unsupervised neural network method. It attempts to project
the high-dimensional data onto a usually two-dimensional space, or grid of ordered patterns, where similar
patterns are normally placed next to each other on this grid. In brief, the method is a topology-preserving
technique as it attempts to preserve the neighborhood relations of the data. The number of maps to be
used, governed by the size of the grid, must be chosen a priori. Many of the applications of SOMs use 10 to
20 ordered patterns, thus describing atmospheric variability in more detail than is typical of cluster analysis
applications.

A number of atmospheric researchers have used SOM to describe synoptic circulation patterns using sea
level pressure (SLP) [Hewitson and Crane, 2002; Cassano et al., 2006; Reusch et al., 2007; Schuenemann and
Cassano, 2010; Johnson and Feldstein, 2010]. Huth et al. [2008] provide a review on SOM classification of atmo-
spheric large-scale circulation patterns. For example, Polo et al. [2011] used SOM to study the link between
the Euro-Atlantic weather regimes and summer West African rainfall, whereas Polo et al. [2013] investigated
the link between the frequency changes of these regimes and the Mediterranean temperature. Their results
seem to indicate a link between dry and wet years and the phase of the NAO and also suggest that weather
regimes’ frequency is likely to be modulated by Mediterranean temperature extreme conditions.

4.7. Advanced Methods
Statistical methods to estimate persistent regime states include hidden Markov models (HMM) [Majda et al.,
2006; Franzke et al., 2008, 2011a; Franzke, 2013] and finite element clustering (FEC) [Horenko, 2010; Metzner
et al., 2012; Franzke et al., 2009; O’Kane et al., 2013; Risbey et al., 2015; Franzke et al., 2015a]. The major advantage
of the HMM method is that it simultaneously estimates a Gaussian mixture model (see section 4.4) and the
most likely temporal sequences of the regime states, the so-called Viterbi path. Hence, it looks for not only
regions in phase space which are very often visited but also how long it stayed in those regions. In a HMM the
Viterbi path evolves according to a Markov model [Rabiner, 1989]. Persistent states are then identified when
the Markov transition matrix is metastable, i.e., when its eigenvalue spectrum has a significant gap [Franzke
et al., 2008, 2011a]. Because a HMM amounts to a model reduction (i.e., a high-dimensional field is reduced
to a one-dimensional time series), it can be affected by memory effects, so its Markovian structure needs to
be checked. This is done by examining the eigenvalues of the HMM transition matrix for different time steps.
For Markovian systems the eigenvalues are independent of the time step [Franzke et al., 2008, 2009]. Franzke
et al. [2009, 2011a] present a way of how to deal with non-Markovianity.

The FEC technique is more general than the HMM and does not make any assumption about the dynamic
evolution of the Viterbi path. Furthermore, the FEC method also allows for the dynamic evolution within a
regime state by assuming that the system evolves according to a vector autoregressive process of order p with
external factors (often referred to as VARX(p)). In a standard HMM the observable variable is assumed to be
conditionally independent; i.e., it is a random draw from a Gaussian distribution whose parameters depend
on the regime state.

The FEC method is able to detect nonstationary changes in the regimes. O’Kane et al. [2013] find that the
regime structure of the Southern Hemisphere has changed over the last few decades. Furthermore, Franzke
et al. [2015a] used FEC to attribute the causes of the recent trends in the Southern Annular Mode (SAM) and
Southern Hemisphere (SH) blocking. They show observational evidence that anthropogenic greenhouse gas
concentrations have been the major driver of these trends in blocking and the SAM by considering all seasons.
This is in contrast to most modeling studies which focus mainly on the austral summer season. The results of
Franzke et al. [2015a] indicate that the recovery of the Antarctic ozone hole might less strongly delay the signal
of global warming. Their results also show that effects from all seasons are likely crucial in understanding the
causes of the observed SH secular circulation trends.
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Figure 8. (a) Eddy-driven jet stream latitude from ERA-40 over the North Atlantic during the period December-January-
February 1957/1967, and (b) the histogram of the jet latitude along with a three-component mixture model (dashed)
and the kernel density PDF estimate (solid). Adapted from Hannachi et al. [2012].

5. Synoptic Interpretation of Regimes

In this section we relate the typical results of regime analyses to commonly known midlatitude flow features.
Blocking, as described in section 2.2, is a prime example of a familiar flow pattern. Regime analyses very often
identify strong anticyclones in the European and Alaska sectors, and these are clearly related to blocking.
However, a plethora of blocking indices exists with different attributes, and depending on the blocking index
used the resulting events are not always tightly coupled to the regimes identified by a statistical method
[Stan and Straus, 2007].

Other regime patterns are typically centered over the ocean basins and resemble teleconnection patterns
such as the PNA and NAO (see Figure 1). These patterns largely reflect variations in the jet streams, which
are a major source of atmospheric variability on all time scales longer than a few days [Athanasiadis et al.,
2010]. Dominant shifts of the jet streams arise from a positive feedback between the mean flow and the tran-
sient eddies [e.g., Thompson et al., 2002; Lorenz and Hartmann, 2003; Vallis and Gerber, 2008]. Feldstein [2000]
showed that the intrinsic time scale of jet stream patterns such as the NAO is of the order of 10 days. Hence,
the dominance of a few persistent regime patterns suggests the existence of preferred, persistent jet states
on this time scale.

Attention has, therefore, focused on synoptic time scales in understanding the dynamics of such patterns, in
particular, the importance of Rossby wave breaking [e.g., Benedict et al., 2004; Franzke et al., 2004; Rivière and
Orlanski, 2007; Martius et al., 2007]. A general conclusion is that breaking south of the jet (typically anticyclonic
breaking) acts to push the jet to the north, while breaking to the north (typically cyclonic) acts to push it south.
The PNA pattern, for example, can be understood as a combination of wave breaking-driven jet changes over
the Pacific and a subsequent influence on downstream wave development [Franzke et al., 2011b].

Focusing on the wintertime North Atlantic, Woollings et al. [2010b] developed a daily metric of the eddy-driven
jet latitude. The distribution of jet latitude exhibits a trimodal regime structure, with three preferred jet posi-
tions (south, central, and north), which are related to changes in Rossby wave breaking [Franzke et al., 2011b].
There is good agreement between the events identified through the jet and blocking indices [Woollings et al.,
2008] and those identified as regimes by a statistical mixture model [Hannachi et al., 2012] or hidden Markov
model [Franzke et al., 2011b]. Figure 8 shows an example time series of the winter eddy-driven jet stream
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latitude (Figure 8a) along with the histogram and two PDF estimates based respectively on the kernel method
and a three-component Gaussian mixture model applied to geopotential height fields (Figure 8b). The poten-
tial for predictability is clearly enhanced by the persistence of jet regimes [Frame et al., 2011]. Additional
potential comes from the existence of preferred transition pathways between regimes, which generally reflect
a preference for poleward propagation of the jet [Franzke et al., 2011b; Hannachi et al., 2012].

The corresponding linear description of this variability uses the NAO and East Atlantic (EA) teleconnection
patterns [Wallace and Gutzler, 1981]. However, patterns such as this are not able to separate different physical
jet changes [Monahan and Fyfe, 2006], and hence the different regimes typically project onto a combination
of the NAO and EA [Woollings et al., 2010b]. The central jet regime is of interest in comparing the linear and
nonlinear views. In this regime, the jet latitude is close to its climatological value, hence representing the
undisturbed state of the system. However, the associated flow fields such as geopotential height still exhibit
marked anomaly patterns. There is, therefore, a nonzero distance in state space between the mean state of the
system and the most frequented state, and this reflects the overly smoothed nature of the Eulerian time-mean
flow, in which the jet stream is very broad and weak [Swanson, 2001].

Although the Southern Hemisphere has received less attention in the literature, there is also evidence of
regime behavior there [Farrara et al., 1989; Koo et al., 2002; Itoh et al., 1999; Solman and Mendez, 2003; Yoden
et al., 1987; Robertson and Mechoso, 2003; O’Kane et al., 2013; Franzke et al., 2015a]. Some of these studies
focused on zonal wind variations associated with the jet [Itoh et al., 1999; Koo et al., 2002] and noticed a
bimodal distribution in relation to the midlatitude jet vacillation [e.g., Yoden et al., 1987; Koo et al., 2002].
These suggest two regimes, corresponding to a single jet structure dominated by the subtropical jet (at the
tropopause) and a double jet structure which also features a stronger polar night jet extending down to
the surface.

6. Regimes in Weather and Climate Models

Multiple flow regimes have been identified from a hierarchy of models ranging from highly simplified simple
barotropic channel models [Charney and Devore, 1979] and spherical barotropic models [Legras and Ghil, 1985;
Crommelin, 2003] to simplified baroclinic models [Charney and Straus, 1980; Reinhold and Pierrehumbert, 1982;
Achatz and Opsteegh, 2003] and complex baroclinic models [Sempf et al., 2007b] as well as quasi-geostrophic
models [Yang et al., 1997; D’Andrea and Vautard, 2001, 2002]. For some models, the regimes were identified
as weakly unstable steady states or chaotic itinerancy [Itoh and Kimoto, 1996, 1997, 1999; Sempf et al., 2007a,
2007b; Itoh et al., 1999]. Flow regimes have been identified from general circulation models [Branstator and
Berner, 2005; Berner, 2005; Berner and Branstator, 2007; Haines and Hannachi, 1995; Hannachi, 1997a, 1997b]
and complex climate models [Hannachi and Turner, 2008; Monahan et al., 2000; Hsu and Zwiers, 2001; Handorf
et al., 2009; Straus and Molteni, 2004; Straus et al., 2007; Kageyama et al., 1999; Corti et al., 2003; Weisheimer et al.,
2001]. The data used in regime diagnostics can be either unfiltered [e.g., Smyth et al., 1999, H07] or low-pass
filtered [e.g., Toth, 1991, 1992, 1993; Kimoto and Ghil, 1993b; Itoh and Kimoto, 1999; Casty et al., 2005; Straus
et al., 2007]. The argument in the latter case is that low-pass filtering can better isolate quasi-stationary periods.

The existence of weather regimes has wide implications for the climate system. There is evidence that in a
dynamical system with regime structure, the time-mean response of the system to some imposed forcing
is in part determined by the change in frequency of occurrence of the naturally occurring regimes [Palmer,
1999; Corti et al., 1999]. This is discussed further in section 7. Corti et al. [1999], for example, applied a kernel
smoothing and identified four hemispheric regimes among them the cold ocean warm land (COWL) pat-
tern associated with low- and high-pressure anomalies over the extratropical land and ocean, respectively
(their cluster A). As such, a model which fails to simulate observed regime structures well could qualitatively
fail to simulate the correct response to this imposed forcing. The correct representation of weather regimes,
their spatial patterns, and persistence properties is therefore essential for a general circulation model (GCM)
to properly simulate climate variability and its long-term changes. These motivations have led to the use of
flow regimes for the evaluation of climate models [Weisheimer et al., 2001; Hannachi and Turner, 2008; Handorf
and Dethloff , 2012; Davini and Cagnazzo, 2014].

A good agreement between simulated and observed Northern Hemisphere weather regimes was found by
Corti et al. [2003]. These authors applied the same diagnostics described in Corti et al. [1999] to the monthly
mean values of Northern Hemisphere extended winter 500 hPa heights fields of a 200 year control integration
of a coupled GCM and found that the model is able to reproduce patterns of variability consistent with the
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observed ones (Mo and Ghil [1988], Cheng and Wallace [1993], and Corti et al. [1999], among others). However,
in the model simulation the frequency of COWL (cluster A in Corti et al. [1999]), associated with a strong jet
stream displaced southward of its climatological mean latitude over the central Pacific and a maximum of the
westerlies along the node in the North Atlantic dipole pattern, is overestimated. On the other hand, Hsu and
Zwiers [2001] noticed that given the relative shortness of the observed record, the COWL pattern is the most
significant in the observations and they argued that a sectorial analysis of patterns of natural variability might
be more suitable for a proper detection of circulation regimes.

Straus et al. [2007] studied the circulation regimes in the Pacific-North American (PNA) region for the 18-winter
period (1981/1982 to 1998/1999) in National Center for Environmental Prediction (NCEP) reanalyses and
as simulated by 55 ensemble members of the atmospheric general circulation model of the Center for
Ocean-Land-Atmosphere Studies, forced by observed SST and sea ice. These authors showed that three out
of the four observed clusters (the Alaskan ridge, Arctic low, and Pacific trough) have identifiable counterparts
in the model simulations, while the Arctic high is not well simulated. The relative frequency of occurrence is
fairly well reproduced, with the small differences between NCEP and simulated frequencies lying well within
the expected spread due to sampling error.

The simulation of weather regimes over the PNA region has been recently studied by Weisheimer et al. [2014]
using the European Centre for Medium Weather Forecast (ECMWF) coupled seasonal forecasting system
(System 4) over the hindcast period 1981–2010. The circulation regimes detected in System 4 are remark-
ably similar to those of the ERA-Interim reanalysis in the common period, indicating that the ECMWF coupled
system is able to reproduce the spatial structure of the flow regimes in the PNA sector. The same results, in
terms of weather regimes structure, were found when the experiment was repeated using a version of Sys-
tem 4 in which the Stochastic Physics parameterization [Buizza et al., 1999] was switched off. However, despite
the good agreement between observed and simulated spatial patterns, there are in both sets of integrations
nonnegligible differences between the observed and the simulated regime frequencies. In particular, the
average frequency of occurrence of the particular regime sensitive to El Niño–Southern Oscillation (ENSO)
(i.e., the Pacific trough) is strongly overestimated when the stochastic physics parameterizations are not
included. This overpopulation indicates that the ECMWF coupled system is too sensitive to the boundary
forcing in the equatorial Pacific. As a consequence of this, the frequency of occurrence of the most ENSO-
sensitive regime is overestimated, whereas the frequency of the regimes less responsive to the forcing is
underestimated. This result is consistent with the findings of Christensen et al. [2015] in the context of the
idealized Lorenz [1996] system. These authors found that including stochastic perturbations from temporally
correlated noise enables the system to explore a larger portion of its attractor, triggering regime transitions
toward regimes that were otherwise populated less frequently. It is interesting to note that while the exces-
sive sensitivity of the ECMWF coupled system to the equatorial Pacific SSTs does affect the circulation regime
frequencies of occurrence, it does not affect the regime structure per se. The four circulation patterns are very
well reproduced in both simulations. This might be further evidence for the suggested paradigm (discussed in
section 7) that the time-mean response of a system to some imposed forcing manifests itself through a change
in frequency of their naturally occurring quasi-stationary regimes [Palmer, 1999; Corti et al., 1999; Hannachi,
2007; Hannachi and Turner, 2008, and others].

Simulated regional climate regimes over the Euro-Atlantic region very similar to the observed regimes
(in terms of patterns, persistence, and frequency) were reported by Dawson et al. [2012] using the ECMWF Inte-
grated Forecast System (IFS) for continuous atmosphere-only integrations for the 45 year period 1962/1963
to 2006/2007, forced with observed SSTs and sea ice fields (Figure 9). The model was integrated at a “weather
forecast” horizontal resolution (T1279, corresponding to about 16 km grid spacing at the equator). When
the same experiment was repeated at “climate” horizontal resolution (T159, corresponding to about 125 km
grid spacing), the model did not reflect a realistic representation of regimes (Figure 9). In particular, the
low-resolution configuration identifies the positive and negative phases of the NAO as clusters, but the sig-
nificance of the clusters is low. This indicates that the low-resolution model phase space PDF follows a more
multinormal distribution. This result demonstrates the importance of representing small-scale processes for
the simulation of large-scale climate. It is likely that the superior performance of the T1279 model configura-
tion results from more realistic orography [Jung et al., 2012; Berckmans et al., 2013] and also from more realistic
representation of nonlinear Rossby wave breaking processes, which are known to be important in maintaining
persistent anomalies [Woollings et al., 2008; Franzke et al., 2011b]. Dawson and Palmer [2014] showed that the
same configuration of ECMWF IFS at intermediate horizontal resolution (spectral T511 corresponding to grid
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Figure 9. Cluster centroids associated with the regional climate regimes from (first row) ERA-40 and the ECMWF IFS model with resolutions (second row) T159
and (third row) T1279. Negative anomaly contours are dashed. Adapted from Dawson et al. [2012].

resolution of 32 km) is able to partially bridge the gap between the very high resolution and the low-resolution
configurations, with significant improvements to the climatological frequency of occurrence and persistence
of each regime.

These studies have focused on atmosphere-only model integrations, with prescribed SST boundary condi-
tions; therefore, they are not necessarily representative of how the atmosphere may behave in a fully coupled
climate model. Straus et al. [2007] demonstrated the important role of SST forcing on regime structures, as will
be discussed in the next section. It is possible that the consistency of the modeled and observed regimes is
in part due to the realistic prescribed SST boundary condition. This suggests that if the SST surface boundary
condition provided by a coupled ocean model poorly represents large-scale variability, then it may result in a
less realistic atmospheric regime simulation, even at high resolution.

A recent study by Cattiaux et al. [2013] highlighted the importance of horizontal and vertical resolution for an
accurate simulation of the Euro-Atlantic weather regimes with different versions of the Institut Pierre Simon
Laplace (IPSL) coupled models. These authors found that the simulation of weather regimes improves signifi-
cantly when going from a 96× 71, used in the Coupled Model Intercomparison Project version 3 (CMIP3), to a
144 × 142 (used in CMIP5) resolution. The ability of CMIP3 climate models [Meehl et al., 2007] in reproducing
the main features of the jet latitude index probability distributions observed in the reanalyses was investi-
gated by Hannachi et al. [2013]. It was found that no model was able to simulate the trimodal behavior of the
observed jet latitude distribution (Figure 10). The authors suggest that a possible culprit could be the clima-
tological and seasonal bias of the models’ jet latitudes. Many CMIP5 models perform no better (Figure 11),
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Figure 10. Histograms and kernel PDF estimates of winter (December–March) jet stream latitude time series from a
40 year twentieth century (20C3M) CMIP3 simulation for the period 1961–2000. The same plot from ERA-40 reanalyses
is shown in the bottom right corner. Adapted from Hannachi et al. [2013].

although a couple now have some structure in their jet latitude distribution resembling the observations
[Anstey et al., 2013]. More recent versions of the Met Office model have even clearer structure in the jet lati-
tude distribution even at relatively modest resolutions [Williams et al., 2015]. This suggests that improvements
in the accuracy of the numerical schemes can improve regime dynamics without the need for very high
resolution or stochastic physics [see Mitchell et al., 2016].

7. Circulation Regimes and External Forcing

The paradigm of preferred states (regimes) of the atmospheric circulation provides an insightful perspective
with which to view the effects of “external” forcing, where the definition of external will vary considerably
depending on the context. Palmer [1993, 1999] argues that the change in the population, or frequency of
occurrence, of regimes as a result of external forcing is as important as the mean response.

As a simple example, one aspect of the trend in monthly sea level pressure (hereafter SLP) over the past
50 years or so was the apparent positive trend in the boreal winter North Atlantic Oscillation (NAO) index
(defined by the standardized difference in SLP anomaly between the Azores and Iceland) a trend which at
the time was suspected to be linked to the increases in greenhouse gases (though over the last 10 years or
so the NAO has been either neutral or even negative). However, the set of four regimes generally accepted
for boreal winter in the Atlantic region [e.g., Cassou et al., 2004; Michelangeli et al., 1995] yields asymmetric
NAO-like regimes, with the regime having decreased midlatitude westerlies (the NAO− regime) shifted west-
ward compared to the regime having increased westerlies (the NAO+ regime). (These regimes were discussed
in section 4.2.) The trend in the NAO index can thus be equally well interpreted as an increasing frequency of
occurrence of the NAO+ regime.
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Figure 11. Jet latitude index for the 1960–2000 winter (DJF) period derived from CMIP5 historical model runs over the North Atlantic sector. The same index
for the ERA-40 and the multimodel ensemble are also shown in thick gray and thick black, respectively. The (a, b) mean and (c, d) standard deviation of ERA-40
and the multimodel ensemble indices are also shown in the upper right corner. Adapted from Anstey et al. [2013].

In this section we discuss the response of regimes to tropical heating on intraseasonal time scales and the
response to sea surface temperature (SST) variability on intraseasonal and decadal time scales in some detail.
We review studies which make use of the methods described in section 4 in a consistent manner.

There have also been a number of studies which attempt to determine the change in regime properties in
climates of the past [Kageyama et al., 1999; Handorf et al., 2009] and in simulated future climates [Teng et al.,
2007; Monahan et al., 2000; Boé et al., 2009; Woollings, 2008; Woollings et al., 2010a; Hannachi and Turner, 2008;
Ullmann et al., 2014; Solman and Le Treut, 2006; Branstator and Selten, 2009]. Since the models used, the exper-
imental design, the number and length of simulations, and the regime analysis methods differed from study
to study, it is difficult to compare results and achieve a consistent picture. Hence, we do not review these
studies here.

7.1. Forcing of Atlantic Regimes by Subseasonal Tropical Heating
Perhaps the shortest time scale tropical forcing of northern hemispheric midlatitude regimes is that pro-
vided by the Madden-Julian Oscillation (MJO), the name given to a broadband oscillation (composed of 20
to 70 day periods) of large-scale convection, embedded in a planetary scale circulation, that propagates east-
ward near the equator. (For more information on the MJO, see, for example, Zhang [2013]). There has been
widespread recognition that the occurrence of the NAO, as well as the structure of the Atlantic jet, is influ-
enced by the MJO, as discussed for example in Ferranti et al. [1990], Blade and Hartmann [1995], Lin et al. [2009],
and Yuan et al. [2011], among many other papers. Cassou [2008] examines the MJO influence on the boreal
North Atlantic regimes from reanalyses and shows that the NAO+ regime is favored approximately 10 days
after the MJO-related convection passes through the Indian Ocean, while the NAO− regime is favored after
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the convection has propagated into the western Pacific. The mechanism for the Indian Ocean influence on the
NAO+ consists of forced Rossby wave propagation in the Pacific coupled to increased Rossby wave breaking.
The favoring of the NAO− regime following western Pacific forcing is hypothesized to involve both changes
in the Pacific jet and Atlantic moisture availability.

However, the time lagged effects of the tropical heating in one phase of the MJO (e.g., convection over the
Indian Ocean) cannot in principle be cleanly separated from the effects of the MJO heating at a later phase
(e.g., convection over the western Pacific) since the MJO phases follow each other quasiperiodically. What is
needed is a method of understanding the regime response to the entire cycle of MJO heating. A step in this
direction was taken by Straus et al. [2015], who added MJO-related diabatic heating (derived from the Tropical
Rainfall Measuring Mission satellite data set) directly to the temperature tendencies of each of 48 boreal winter
seasonal simulations of the Community Earth System Model (CESM). Since a common time-evolving signal is
added to each simulation, the midlatitude response and, in particular, that in the North Atlantic, can be rig-
orously diagnosed by extracting the evolution of patterns most in common among all ensemble members
(i.e., the predictable components [DelSole and Chang, 2003]). The leading predictable components of 200 hPa
height, the subtropical 200 hPa Rossby wave source [Sardeshmukh and Hoskins, 1985], and the 300 hPa height
tendency due to synoptic wave vorticity fluxes (a proxy for Rossby wave breaking) depict a highly coherent
set of relationships between the MJO-related cycle of tropical heating and cooling, the upper level tropical
and subtropical Rossby wave source, and the NAO+ and NAO− regime occurrence. In particular, the NAO+ fre-
quency (which is too low in control CESM simulations) is increased in the MJO heating runs, indicating that the
MJO makes a difference in the climatological frequency of NAO+. Figure 12 shows a synthesis of the leading
two predictable modes for the total diabatic heating (given in shading), the subtropical Rossby wave source
(black contours), the synoptic eddy forcing of the 500 hPa height field at 45∘N (blue contours), and the syn-
optic kinetic energy at 300 hPa between 30 and 50∘N (gray contours), all as a function of longitude (abscissa)
and time starting on 1 October (ordinate). The synoptic eddy forcing is nearly congruent with the response
of the height field, showing episodic NAO+ like responses (positive anomalies) related to the heating. Also
shown are the frequency of occurrence of the NAO+ and NAO− clusters based on a cluster analysis of raw
daily anomaly fields.

7.2. Interannual to Decadal Response to SST
Possible changes in the structure of regimes of the boreal winter extratropical circulation due to changes
in SST forcing were estimated by Straus and Molteni [2004, hereafter SM], who analyzed ensemble seasonal
simulations with an atmospheric general circulation model (AGCM) carried out for each of 18 recent winters
(1981/1982 to 1998/1999), each forced by observed weekly SSTs and initialized from reanalysis. The ensemble
size of 55 members for each winter (generated by perturbing the initial conditions) allowed for a full cluster
analysis of low-frequency 200 hPa height field in the Pacific-North America region during each winter sepa-
rately: the analysis of one winter’s ensemble incorporated no information from that of any other winter. While
many of the clusters found to be significant and robust had similar structure across many of the winters, some
were seen primarily during La Niña winters. However, for each ensemble of the three strong El Niño winters
within the period, no evidence of significant clustering at all was seen. During these winters the equatorward
(and eastward) shift of the Pacific storm track steered disturbances away from the Gulf of Alaska, causing
a decrease in the probability of strong blocking in that region and a more homogenous (i.e., unclustered)
El Niño “climate”. While such an analysis cannot be verified from nature (with an ensemble size of 1), model
output can be used in an observational context by providing estimates of the sampling statistics of regimes.
Straus et al. [2007, hereafter SCM] noted that one of four Pacific regimes obtained from 54 winters of reanal-
ysis (1948/1949 to 2001/2002) which strongly resembles the traditional “PNA” pattern is modified when only
the 18 winters (those of SM) of reanalysis was used; the latter pattern more strongly resembles the seasonal
mean response to an El Niño event [Straus and Shukla, 2002]. The 54 year set of four clusters is significant and
robust, but 18 years is far too short a record to yield statistical significance, so an independent assessment of
the sampling statistics of clusters is needed. SCM, using the large AGCM ensembles discussed above, showed
that the change in structure of the PNA regime was very unlikely to be due to chance and suggested it was
due to changes in the nature of the response to El Niño SST anomalies in the more recent period.

A very different approach to relating tropical forcing of Pacific patterns was adopted by Johnson and Feldstein
[2010], who argue that a continuum perspective for patterns [Franzke and Feldstein, 2005] provide a much
simpler framework for understanding North Pacific variability. Using daily Pacific SLP for boreal winter from
reanalysis (for the period 1958/1959 to 2005/2006), they retain a large number (16) of clusters and use a
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Figure 12. Synthesis of two most predictable components at all times from the MJO intervention of experiments of
Straus et al. [2015]. Black contours show Rossby wave source at 32∘N (interval of 5.0 × 10−11 s−1), blue contours the
300 hPa height tendency from the synoptic scale vorticity flux at 45∘N (interval of 5 m d−1), gray contours the synoptic
kinetic energy (intervals of 20, 40, and 50 m2 s−2), and shading the vertically integrated diabatic heating (average 25∘S
to 25∘N, in Wm−2). The red curve on the right shows frequency of occurrence of the NAO+ cluster, the green curve the
frequency of occurrence of the NAO− cluster. The abscissa is longitude, and the ordinate is time in days. Adapted from
data presented in Straus et al. [2015].

self-organizing maps (SOM) approach (discussed in section 4.6) to relate 10 day mean tropical outgoing
long-wave radiation (OLR) to the occurrence of the Pacific SLP patterns. They find that five to six PNA-like
patterns are found, some of which are related to tropical forcing resulting from Madden-Julian-Oscillation
heating, and some of which are related to ENSO. Bao and Wallace [2015] also applied self-organized maps
to two reanalysis data sets, ERA and NOAA Twentieth Century Reanalysis (20CR), and suggested four repro-
ducible SOM northern hemispheric clusters, namely, the negative NAO, a pattern suggestive of Alaska
blocking with a downstream wave train extending over North America and the North Atlantic, an enhance-
ment of the climatological mean stationary wave pattern in the Western Hemisphere that projects positively
on the PNA pattern, and a pattern that projects on the negative PNA.

A similar approach was taken by Fereday et al. [2008], who use daily SLP in the North Atlantic-European region
obtained from a recent surface reanalysis covering the extended period 1870–2002. Clustering algorithms are
applied to six nonoverlapping 2 month periods, and 10 clusters are retained. Relationships of these clusters
to SST emerge once the SST trend over this long period is removed. Particularly surprising is the differ-
ence of the SST-cluster relationship between early and late boreal winter: the November–December season
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clusters have the strongest relationship to tropical SSTs. The continuum perspective adopted in these studies
is partly motivated by the difficulty in establishing a preferred number of clusters, a result possibly of using
unfiltered daily SLP. The rationale and advantages of using prefiltered data, with high-frequency (periods less
than 10 days) fluctuations removed, are discussed in Michelangeli et al. [1995] and SCM.

In contrast to the above studies, Cassou et al. [2004] used classifiability arguments to establish four clusters as
the preferred number in the Atlantic during winter, using several long observational records of monthly SLP.
Six 30 year integrations of an AGCM with various stationary SST anomalies were used to study the response
to Atlantic SST variability: as tropical warm SST anomalies, a midlatitude dipole anomaly, and a sum of the
two (tripole anomaly). Experiments with both signs of each anomaly were carried out, along with a control
experiment. All seven 30 year experiments were concatenated, and daily SLP was used to derive a single set of
four clusters which summarizes all states. The NAO-related clusters were the most sensitive to SST (confirming
earlier results of Terray and Cassou [2002]), with the NAO+ clusters becoming less frequent during warm trop-
ical Atlantic SST conditions, while the NAO− cluster becomes more frequent. Cold midlatitude SST anomalies
severely decrease the NAO+ frequency, while warm anomalies decrease the NAO− frequency.

Also, using a fixed cluster framework for evaluating SST sensitivity experiments, Robertson et al. [2000] studied
the effect of a positive midlatitude Atlantic SST anomaly in two 10 year runs of an AGCM. Using the low-
frequency boreal winter 700 hPa height field from the 100 year control run to establish six preferred regimes,
they find that the mean response of one of the runs can be understood as a significant increase in the prob-
ability of occurrence of the NAO+ cluster. The anomaly from the second run does not project well onto the
control clusters, giving an indication that the anomaly runs are too short (too few) for robust results.

In summary, the mechanisms by which external forcing alters the regime properties depends on time scale.
For intraseasonal time scales, the low-frequency variability of the tropical diabatic heating related to the MJO
affects the frequency of occurrence of boreal winter Atlantic regimes. On interannual time scales, the change
in seasonal mean tropical heating forced by ENSO SSTs alters the frequency of occurrence of Pacific regimes,
while Atlantic tropical SST anomalies affect the NAO-related regimes. Midlatitude Atlantic SST anomalies also
affect the NAO regimes on interannual time scales, although in the extratropics the atmospheric forcing of
the ocean presumably plays a role.

8. Usefulness and Application of Nonlinear Circulation Regimes

As we discussed in the previous section, preferred flow regimes offer an insightful paradigm that can be
used to view and measure the effect of external forcing, but of course this is not the only advantage.
Nonlinear circulation regimes have been applied to various topics of weather and climate research most
notably downscaling and extremes and, to some extent, model evaluation, weather forecasting, and syn-
optic climatology. Downscaling is required for climate impact assessment and can be classified into three
broad categories, namely, dynamical, dynamical-statistical, and statistical. Although dynamical, and to some
extent dynamical-statistical, downscaling methods have been used frequently in recent years with regional
climate models (RCM), statistical downscaling remains by far the cheapest and most convenient method.
Statistical downscaling is, in some sense, the inverse of parameterization used in numerical weather predic-
tion (NWP) [Enke and Spekat, 1997]. Downscaling uses large-scale flow features and circulation regimes as
predictors to infer smaller-scale processes, notably precipitation and surface temperature at regional and local
scales. Parameterization seeks to determine the tendency of large-scale features due to the statistical prop-
erties of small-scale convective heating and turbulent damping. Statistical downscaling of precipitation has
been obtained using classification [Goodess and Jones, 2002; Vrac et al., 2007], fuzzy clustering [e.g., Bardossy
et al., 1995, 2002], and classification combined with regression [e.g., Enke and Spekat, 1997; Burrows et al., 1995].
Another method based on analogs was presented by Zorita and von Storch [1999]. A comparison of techniques
for statistical downscaling can be found in Zorita and von Storch [1999] and Tryhom and Degaetano [2011]. The
number of circulation regimes (or patterns) used in downscaling varies across various studies. For example,
Goodess and Jones [2002] used 14 circulation types based on the NCEP-NCAR SLP to study the relationship to
the Iberian rainfall, whereas Enke and Spekat [1997] used 10 summer weather patterns to downscale outputs
from a GCM over Germany. One of the most significant outcomes of this downscaling exercise is that changes
in local and regional weather elements can be (partly) explained by changes in the frequency and/or dura-
tion of circulation regimes. Large-scale atmospheric circulation patterns can also be used for ocean down-
scaling. Winter and summer circulation regimes over the North Atlantic-European region have been used as
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Figure 13. (left column) Summer 500 hPa geopotential height circulation regimes over the North Atlantic-European
sector along with their average occurrence for the period NCEP-NCAR 1950–2003. Contour interval: 15 m.
(right column) Relative changes (%) in the frequency of extreme warm days for each circulation regime.
Adapted from Cassou et al. [2005].
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predictors to reconstruct ocean surface variables consisting of surface winds and temperature, which are then
used to force an ocean model [Cassou et al., 2011; Minvielle et al., 2011].

The link to surface weather and climate extremes is another obvious application of circulation regimes.
The consequent persistence of these large-scale and synoptic patterns yields, through a cumulative pro-
cess of weather fluctuations, an amplitude increase leading thus to extremes [Fraedrich, 1990; Fraedrich et al.,
1992]. Some authors even suggest some sort of synchronization between resonant circulation regimes and
high-amplitude waves [e.g., Coumou et al., 2014; Petoukhov et al., 2013]. Robertson and Ghil [1999] used six cir-
culation regimes over the Pacific North America region to study the link to the median as well as extremes
of daily surface temperature and precipitation for eight locations within the western U.S. They showed that
these extremes are well conditioned by the circulation regimes frequency. They found, in particular, that the
PNA and its reverse phase (RNA) are associated with the largest contrasts in local surface temperature and
precipitation. In order to partially understand the intense heat waves affecting Europe during the summer of
2003, Cassou et al. [2005] determined the relationship between the boreal summer circulation regimes over
the Euro-Atlantic regimes and the probability of high surface temperatures, as shown in Figure 13.

A related application of regimes (clusters) to local weather is the endeavor known as synoptic climatol-
ogy [Barry and Carleton, 2001]. Here it is the synoptic weather patterns themselves that are classified into
clusters representing preferred synoptic structures. A relatively recent example is the work of Coleman and
Rogers [2007], who use the long NCEP reanalysis record of daily temperatures, humidities, heights, and winds
(at multiple tropospheric levels) as well as sea level pressure over the central United States. Multivariate EOFs
are used to determine 10 clusters which define characteristic synoptic weather patterns. These clusters span
the seasonal cycle and describe distinctive surface circulations together with baroclinic vertical structures
and thermal advection patterns. The authors relate the frequency of occurrence of these weather patterns
to large-scale indices, such as the PNA teleconnection index and the Nino3.4 SST index (measuring eastern
tropical Pacific Ocean temperatures). Their goal is to provide some predictability of the likelihood of various
synoptic situations based on the monthly varying climate indices. A more recent study along the same lines
[Roller et al., 2016] focuses on the northeastern sector of the United States. Since certain synoptic conditions
are related to human health (via the effects of pollution) and even mortality, the cluster-based approach has
an intrinsic societal value.

The study of the association between circulation regimes and surface weather and climate extremes is closely
similar to the downscaling procedure discussed above in terms of methodology and scope. This association
is addressed mostly through simple conditioning [e.g., Yiou and Nogaj, 2004; Ortiz-Beviá et al., 2011; van den
Besselaar et al., 2010] or advanced conditioning based on extreme value theory [e.g., Yiou et al., 2008]. There
is the suggestion that circulation regimes can modulate the mean and extreme surface weather in a different
way [e.g., Yiou et al., 2008]. Through a comparison between the historical and present climate records of the
frequency of occurrence of atmospheric circulation regimes, the above association can be extrapolated for
future scenario projections to estimate the behavior of future extremes. For example, it is clear that under
future climate change scenarios the prevalence of some circulation regimes will likely yield an increase
in drought and surface temperature over most southern Europe, the Mediterranean, and northern Africa
[Ortiz-Beviá et al., 2011; Rojas et al., 2013; Driouech et al., 2010]. A similar decrease of precipitation over
northwestern Europe resulting from anthropogenic emissions was also suggested to be linked to a change in
the occurrence of the positive and negative phases of the NAO [Boé et al., 2009]. Note, however, that the use-
fulness of statistical downscaling in future climate projections has been questioned [Goubanova et al., 2010].
Specifically, the surface impacts of regimes may change in the future, even if the circulation patterns do not
[e.g., Masato et al., 2014].

The very nature of the (slowly evolving) large-scale circulation regimes suggests a link to weather forecast-
ing and predictability [e.g., Ghil and Robertson, 2002; Hoffman et al., 2005; Molteni and Corti, 1998; Molteni and
Tibaldi, 1990; Hansen et al., 1991]. For example, when a blocking forms over Europe it is likely that it will persist
for up to a few weeks, providing thus a window of opportunity to extend the limits of weather predictability.
It was already suggested that large-scale quasi-stationary patterns are predictable beyond the “predictability
limit” [Tung and Rosenthal, 1986]. In this context the preconditioning of the occurrence of Euro-Atlantic
regimes by tropical heating discussed in section 7.1 suggests increased predictability in this region if the
forecast model can simulate these teleconnections. Vitart and Molteni [2010] assess this ability in the ECMWF
forecast model. Chessa and Lalaurette [2001] find that large-scale circulation patterns are useful in categorizing
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forecast skill in the European Centre for Medium-range Weather Forecast (ECMWF) ensemble winter forecasts.
More recently, Ferranti et al. [2015] used the concept of weather regimes to assess the flow-dependent skill
of the ECMWF ensemble predictions over the Euro-Atlantic sector at the late medium range. A targeted
clustering product was operationally implemented at ECMWF [Ferranti and Corti, 2011]. It summarizes the
large amount of information in the Ensemble Prediction System (EPS) providing, for each ensemble forecast,
a number of possible synoptic scenarios. Each EPS synoptic scenario is then attributed to a climatological
regime [Michelangeli et al., 1995]. This shows the differences between scenarios in terms of the large-scale
flow and provides information about the possible transitions between regimes during the forecast. Ayrault
et al. [1995] also suggest, when characterizing the North Atlantic ultrahigh-frequency variability, that the con-
cept of circulation regimes is central to any statistical approach of European weather. There is evidence that
regime patterns allow skillful long-term predictions [Keeley et al., 2009; Franzke and Woollings, 2011] of North
Atlantic climate though the climate noise amount can be high.

Analyses based on the 500 hPa geopotential heights performed by McMurdie and Casola [2009] indicate that
weather regimes in the Pacific Northwest affect the forecast errors in the region. They found that the Rocky
Mountain ridge regime indicates largest errors of SLP, whereas the coastal ridge indicates largest errors of
2 m temperature. This suggests the possibility of quantifying each regime’s forecast performance, as also sug-
gested for the Atlantic jet regimes by Frame et al. [2011]. Langland and Maue [2012] investigated the forecast
skill from multimodel global forecasts and analyses using three operational forecast systems, the ECMWF,
NCEP, and the U.S. Navy Operational Global Atmospheric Prediction System. They found that forecast skill
from 2007 to 2012 is related to the large-scale atmospheric anomaly flow. Precisely, the anomaly correlation
coefficient is found to be significantly correlated with the Arctic Oscillation.

Finally, besides the effect of regimes on local climate [e.g., Plaut and Simonnet, 2001; Simonnet and Plaut, 2001;
Robertson and Ghil, 1999] and intraseasonal variability [Ponater et al., 1994] there is also evidence that mid-
latitude cyclone tracks can be conditioned by large midlatitude flow regimes [Blender et al., 1997; Gaffney
et al., 2007]. The recent work of Catto [2016] suggests that the different types of cyclogenesis should also be
regime dependent. Large-scale flow regimes are also used in weather generation [Bardossy and Plate, 1992]
and rainfall prediction [Liu et al., 2006] and have also been used to interpret proxy records [Lorreya et al., 2007].

9. Outlook

The extensive body of literature seems to provide evidence in support of the existence of flow regimes in
nature, particularly on regional scales. Regimes have also been found in a hierarchy of models, from simpli-
fied barotropic and quasi-geostrophic models of the atmosphere to sophisticated weather prediction models
to comprehensive coupled ocean-atmosphere climate models. It is also perhaps fair to say, however, that the
evidence is not beyond a shadow of a doubt. While many methods for regime detection agree that there is evi-
dence of non-Gaussian behavior to aspects of the large-scale circulation, different approaches (and the same
approach used on different atmospheric variables) yield different regime structures. The optimal number of
regimes to summarize the observed and simulated non-Gaussian behavior is also uncertain. This points to
the need for more research on regime existence and methods of regime identification, given the importance
of these structures in atmospheric low-frequency and large-scale behavior.

Flow regimes have been diagnosed on hemispheric as well as regional scales in both hemispheres, although
most studies have focused on the Northern Hemisphere during boreal winter. These regimes have been inter-
preted from various angles, namely, persistence, quasi-stationarity, and intermittency. Flow regimes can be
modified by “external” forcing in terms of both frequency of occurrence and structure. There is clear evidence
pointing to the link between the eddy-driven jet stream position and flow regimes, particularly on regional
scales.

Regime analyses play a key role in complementing linear approaches, as they are able to identify asymme-
tries in patterns and responses to forcing that linear approaches are not [e.g., Cassou et al., 2004]. The regime
paradigm in tropospheric midlatitudes has proved quite useful in weather and climate research on various
aspects including predictability, downscaling, present and projected weather and climate extremes, and even
paleoclimate proxy verification and reconstruction. In some cases, though, a regime approach has to be taken
with care. An obvious example is that sampling uncertainty is often an issue with small data sets. Regime
structures can change in response to forcing, and the impacts of a given regime are not necessarily the same
under an altered climate.
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An important question for future research is how regimes will change in a globally warmer world. There is
some evidence that some regime patterns have undergone secular trends [e.g., Thompson et al., 2000; Franzke,
2009; Franzke and Woollings, 2011], but also, internal variability is high [Risbey et al., 2015]. Accurate future
projections of the behavior of regime patterns are needed because of their impact on surface weather and
climate. New nonstationary analysis methods or model-based clustering methods [Fraley and Raftery, 1998,
2003] are needed. The methods proposed by Horenko and colleagues could be promising in this regard
[Horenko, 2010; Metzner et al., 2012; O’Kane et al., 2013; Risbey et al., 2015; Franzke et al., 2015a].

Glossary

Additive and multiplicative noise: Additive noise refers to stochastic forcing of a system, which does not
depend on the state of the system. When the noise depends on the state of the system, then the noise is
multiplicative.

Atmospheric analysis and reanalysis: An atmospheric analysis refers to the best estimate of the state of
the atmosphere at a given time based on the objective combination of a network of observations and the
results from a numerical model (forecast). The technique used to produce the analysis is called data assimila-
tion and represents the best fit of the numerical model to the available data, taking into account the errors in
the models and in the data. An atmospheric reanalysis consists of atmospheric analyses based on historical
observational data spanning an extended period, using a single consistent model and data assimilation
scheme throughout.

Autoregressive process: A time-varying process, which can be represented by a mathematical model in
which the future state of the system depends linearly on its own previous values, plus an additive noise.

Baroclinic instability: A hydrodynamic wave instability associated with vertical shear of mean horizontal
wind (equivalently north-south mean temperature gradient) and is characterized by spatial and temporal
scales of the order of 1000 km and 2 to 3 days, respectively. It is responsible for the formation (also called
cyclogenesis) and growth of midlatitude cyclones.

Barotropic/Baroclinic atmosphere: In a barotropic atmosphere, density depends only on the pressure. In a
baroclinic atmosphere, density depends on both temperature and the pressure. In a baroclinic atmosphere,
horizontal temperature gradients can exist, fostering baroclinic instability.

Blocking: A midlatitude atmospheric anticyclonic state associated with a persistent quasi-stationary high-
pressure system. Typically, there will be reversal of the flow, with easterly winds on the equatorward side of
the block. The persistence time varies between several days to several weeks.

Centroid: The centroid of a set points in a n-dimensional space is the mean position of all the points in all the
coordinate directions. In the case of clusters, it refers to the center of a cluster state.

Diffusion process: A mathematical model to describe the slow process of mixing by random molecular
motion in fluids. Such a model describes, for example, the trajectory of a particle embedded in a fluid and
subjected to random displacements due to collisions with molecules.

Downscaling: A method to infer the state of meteorological variables at local scales from the state of meteo-
rological variables at the large scales. Downscaling can be statistical (i.e., based on past observations between
large-scale variables and local variables) or dynamical (i.e., where large-scale observations or output from
general circulation models are used to drive regional numerical models at higher spatial resolution).

Empirical orthogonal functions (EOFs): EOFs are a set of ordered fields which provide a set of data-
dependent basis functions in which to expand a data set (such as daily geopotential height fields). The set of
time-dependent coefficients are called the principal components, which serve as a new set of coordinates for
the data. The EOFs are the eigenvectors of the symmetric covariance matrix, ordered so that the maximum
amount of space-time variance is explained by the fewest modes. The process of obtaining EOFs and principal
components is sometimes referred to as “principal component analysis.”

ENSO: The El Niño–Southern Oscillation (ENSO) is an irregularly periodic variation in winds and sea surface
temperatures (SSTs) over the tropical eastern Pacific Ocean, affecting much of the tropics and subtropics.
The warming phase is known as El Niño and the cooling phase as La Niña. The Southern Oscillation is the
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accompanying atmospheric component, coupled with the sea temperature change: El Niño is accompanied
with high and La Niña with low air surface pressure in the tropical western Pacific.

Extended range forecast: This type of forecast is used to describe the extension of the forecast range beyond
the conventional medium range which is of the order of 10–15 days.

Fixed point: A fixed point of a function is an element of the function’s domain that is mapped to itself by
the function. Fixed points or equilbria are used in dynamical systems to describe a state at which the system
becomes stationary, i.e., does not evolve.

General circulation model (GCM): A mathematical representation of the general circulation of a geophysical
fluid. It uses the Navier-Stokes equations on a rotating sphere, augmented by an equation for rate of change
of entropy and representations of radiation, gravity wave, and diffusion processes to simulate the evolution
of the atmosphere and/or the ocean.

Homoclinic orbit: In the phase space of a dynamical system, trajectories converge to a stable equilibrium
or fixed point, and they diverge from an unstable equilibrium. For a saddle fixed point there is a trajectory
that joins this equilibrium to itself, which is known as homoclinic orbit. It is the intersection between the “set”
of trajectories diverging from and the “set” of trajectories converging to the equilibrium. These two sets are
known, respectively, as the unstable and stable manifolds of the saddle equilibrium.

Jet streams: These refer to a belt of strong wind, like rivers of wind high in the atmosphere, flowing around
the Earth. The major streams on Earth are westerly jets, particularly the subtropical and the eddy-driven jets.
The subtropical jet stream is located in the upper atmosphere near the tropopause. The eddy-driven jet, which
spans the depth of the troposphere, flows over the middle to northern latitudes in the Northern Hemisphere,
while it is circles the Antarctica in the Southern Hemisphere.

Kernel density estimate: This refers to a nonparametric way to estimate the probability density function of
a random variable from a finite sample. Each value of the sample, viewed as a delta function of probability, is
replaced with a continuous function (the kernel) of unit area centered at that value.

Low-frequency variability: This refers to the time scale of atmospheric variability longer than the synoptic
scale of a few days and shorter than one season.

Markov model: A mathematical model in which it is assumed that, given its past history, its future state
depends only on the most recent past (and not on the sequence of events that preceded it). It is also known
as a first–order autoregressive process.

Metastable (saddle) fixed point: This refers to a fixed point (or equilibrium) of a dynamical system that is
stable to some perturbations but unstable to others. For example, a ball sitting on a saddle is in a metastable
state hence the “saddle” terminology.

Mountain torques: Mountains constitute stationary obstacles and do exert a kind of “push” or drag on the
atmosphere. As the flow is mostly westerly the pressure difference between the eastern and western sides
of mountains yields a pressure gradient force in their vicinity, which generates a torque that tends to speed
up the Earth’s rotation. A similar, but opposite, torque is exerted onto the atmosphere. The mountain, and
also frictional, torques provide sources and sinks for the atmospheric angular momentum. It is suggested
that changes in the large-scale flow pattern and teleconnection in addition to midlatitude jet intensity are
associated with mountain torques.

Neural network: This refers to a procedure or computer model that simulates the behavior of biological
neural networks (i.e., an interconnected web of neurons transmitting complex patterns of signals).

Parameterization: In the context of weather or climate models, this refers to the procedure of expressing
(or parameterizing) processes that are too small scale or complex to be explicitly represented in the model in
terms of other processes which are explicitly resolved within the models (e.g., the large-scale flow).

Planetary vorticity: The vorticity associated with the Earth’s rotation around its axis. Planetary vorticity is
maximum at the pole and 0 at the equator.

Planetary waves: The largest spatial scale components of the atmosphere’s circulation.
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Power spectrum: The power spectrum of a time series (or signal) provides a measure of the power (or energy)
distribution as a function of frequency. For example, a signal containing a harmonic (or periodic) component
embedded in an additive noise has a particularly high power around the harmonic frequency.

Probability density function (PDF): The PDF of an atmospheric variable describes the relative likelihood for
this variable to take on a given value. It can be estimated by fitting a distribution over a histogram constructed
on the basis of available data. Another common way of estimating a PDF is by the kernel density estimation
that uses a kernel (in general Gaussian) to smooth frequencies over the bins.

Red-noise process: A signal generated by a stochastic process with a power spectrum that is weighted toward
low frequencies but without a single preferred frequency. Red-noise processes are normally used as a null
hypothesis for large-scale atmospheric variability.

Relative vorticity: The vorticity of the rotating flow excluding the planetary vorticity.

Rossby wave: A large-scale wave in the atmosphere (or ocean) owing its existence to gradients in the plan-
etary vorticity (i.e., Earth’s rotation). Rossby waves in the atmosphere, associated with pressure systems and
the jet stream, affect major weather systems. Oceanic Rossby waves move along the thermocline, i.e., the
boundary between the warm upper layer and the cold deeper part of the ocean.

Stable and unstable stationary states: A stable stationary state is also called a fixed point or equilibrium
and refers to a stationary (that is time independent) state that has the property that if the system is slightly
perturbed away from this state, the system will return to this state. For example, the vertical position is a stable
stationary state of a pendulum. An unstable stationary state is likewise a time-independent state, but if the
system is perturbed from such a state, this perturbation will grow. For example, a small marble ball sitting
precisely on top of a large ball is an unstable stationary state.

Stochastic physics: Parameterization schemes within weather and climate models that include stochastic
components to represent the dynamical effects of the unresolved scales.

Teleconnections: Links, often through correlation, between climate anomalies occurring at one specific
location and at large distances. They represent therefore patterns connecting widely separated regions.
Examples of teleconnections include the North Atlantic Oscillation (NAO) and the Pacific-North American
(PNA) patterns.

Troposphere and Stratosphere: The Earth’s atmosphere is normally divided into four layers according to
the vertical temperature profile. The troposphere is the lowermost layer and is characterized by a decrease of
the temperature with height. Most weather systems occur within the troposphere. Moving upward from the
troposphere, we find the stratosphere (which is quite stable to small-scale disturbances), mesosphere, and
thermosphere.

Tropopause: The upper boundary of the troposphere, i.e., the boundary between the troposphere and
stratosphere. The tropopause is a dynamical feature which is temporarily deformed by passing weather
systems.

Vorticity: It is defined as the curl of the velocity vector. The term is often used (as in this article) to refer to the
vertical component of the vector vorticity and measures the circulation or swirling (rotating) component of
the flow. The sum of the relative and planetary vorticities yield the absolute vorticity.

Wave breaking: The process of a wave overturning, which follows wave propagation and amplitude growth.
Wave breaks release momentum and energy and lead to irreversible deformation of flow contours.
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